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## Reconstructing the topography of multidimensional probability landscapes

Exploratory data analysis (EDA) has the goal of revealing patterns in a data set. Persi Diaconis warned that this practice can come close to "magical thinking" if there is no attempt at checking whether the structures found could have arisen by chance. Any such attempt at statistical validation unavoidably requires to introduce some sort of statistical assumption on the data.
We first developed a method for EDA, Density Peak Clustering (DPC) [1]. At the beginning, DPC was fully exploratory and hence lacked a procedure for statistical validation of the results. The effort to put DPC on a rigorous statistical footing has yielded a complex procedure to reconstruct a probability density [2], its intrinsic dimension [3,4], and its peaks [5] in a high-dimensional space. The whole procedure builds on a set of minimal, but effective statistical assumptions on the data, and requires several steps of model selection and estimation.
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