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Abstract This paper reflects on the impact and future development of the general-
ized additive models for location scale and shape, GAMLSS. GAMLSS application
is illustrated with an analysis of a real discrete data set.
Abstract Questo lavoro discute le potenzialit attuali e future dei modelli GAMLSS
(generalized additive models for location scale and shape) attraverso l’analisi di un
dataset con risposta discreta e modellata attraverso un modello ‘zero inflated beta
negative binomial’.
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1 Introduction

The generalized additive models for location scale and shape (GAMLSS) was intro-
duced by [17]. It has been applied to a variety of different scientific fields including:
actuarial science, [7], biology, [6], economics, [26], environment, [24], genomics,
[10], finance, [9], [3], fisheries, food consumption, management science, [1], marine
research, medicine, [18], meteorology, and vaccines. GAMLSS have also become
standard for centile estimation, e.g. [25], [23], [15].

WHO, [27] and [28], use GAMLSS for centile estimation to produce growth
charts for children. Their charts are used by more than 140 countries as the stan-
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dard charts monitoring the growth of children. The Global Lung Function Initia-
tive (GLFI), [http://www.lungfunction.org, [16]] use GAMLSS to provide a unified
worldwide approach to monitoring lung function, by obtaining centiles for lung
function based on age and height.

Section 2 discussed GAMLSS within the general framework of statical mod-
elling. Section 3 defines GAMLSS and show one of its application. In the conclu-
sions we discuss the future of GAMLSS.

2 What is GAMLSS

GAMLSS was built around the basic principals of statistical modelling which can
be summarized as: i) all models are wrong but some are useful (attributed to Gorge
Box); ii) statistical modelling is an iterative process where, after fitting an initial
model, assumptions are checked, followed by refitting models until an appropriate
model is found; iii) a simple model is preferable to a more complicated one if both
explain the data adequately (Occam’s Razor) and iv) “no matter how beautiful your
theory, no matter how clever you are or what your name is, if the model disagrees
with the data, it is wrong”1.
GAMLSS, is a general framework for univariate regression where we assume that
the response variable depends on many explanatory variables. This dependance can
be linear, non-linear or smooth non-parametric. For example, in the classical lin-
ear regression model (LM) the mean of the response variable is a linear function of
the explanatory variables. In the generalized linear models (GLM), [14], a mono-
tonic function of the mean, called the linear predictor, is a linear function of the ex-
planatory variables. Non linear relationships between the response variable and the
explanatory variables, within both LM and GLM, are dealt with by using nonpara-
metric smoothing functions, giving additive models (AM) and generalized additive
models (GAM) respectively. The generalized additive models (GAM) introduced by
[5] and popularized by [29], have made the smoothing techniques within a regres-
sion framework available to a wide range of practitioners.

GAMLSS is an extension of the LM, GLM and GAM and has two main features.
Firstly, in GAMLSS the assumed distribution can be any parametric distribution.
Secondly, all the parameters (not only the location e.g. the mean) of the distribu-
tion can be modelled as linear or smooth functions of the explanatory variables.
As a result the shape of the distribution of the response variable is allowed to vary
according to the values of the explanatory variables. The GAMLSS models are an
example of a “Beyond Mean Regression” model, [11]. and because of their explicit
distributional assumption the response variable they also also part of the “distribu-
tional regression” modelling approach, [2].

GAMLSS allows a variety of smooth functions of explanatory variables includ-
ing the ones which employ a quadratic penalty in the likelihood. The basic ideas of

1 paraphrasing Richard Feynman famous quote
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GAMLSS, have been implemented in R in a series of packages, [19], where residual
based diagnostics facilities are also provided.

3 The GAMLSS framework

The response variable observations Y = (Y1,Y2, . . . ,Yn) are assumed independent
with

Y∼ D(µ,σ ,ν ,τ) (1)

where D is any (up to four distribution) distribution and where usually µ is the
location parameter (e.g. the mean), σ is the scale parameter (e.g. the variance), ν

and τ are the shape parameters (e.g. skewness and kurtosis). A GAMLSS model
allows the modelling of all the parameters of the distribution as linear i.e. Xkβ k or
smooth term functions sk j(xk j), for example:

g1(µ) = η1 = X1β 1 +
J1

∑
j=1

s1 j(x1 j)

g2(σ) = η2 = X2β 2 +
J2

∑
j=1

s2 j(x2 j)

g3(σ) = η3 = X3β 3 +
J3

∑
j=1

s3 j(x3 j) (2)

g4(σ) = η4 = X4β 4 +
J4

∑
j=1

s4 j(x4 j)

where Xk is a known design matrix, β k = (βk1, . . . ,βkJ′k
)> is a parameter vector

of length J
′
k, sk j is a smooth nonparametric function of variable Xk j the xk j’s are

vectors of length n, and gk(.) known monotonic link function relating a distribution
parameter to a predictor ηk, for k = 1,2,3,4 and j = 1, . . . ,Jk.

Stasinopoulos et al. [21] provide a variety of examples using GAMLSS. Here we
use the example given by [20] pages 12-22. The data consists of 4406 observations,
on the following variables: visits, number of physician office visits (the response
variable), hospital, number of hospital stays, health, a factor indicating health
status, chronic, number of chronic conditions, gender, a factor, school, num-
ber of years of education, insurance, a factor indicating whether the individual
is covered by private insurance. The data are available from the AER package under
the name NMES1988. There are more than 30 available discrete count distributions
in the gamlss package. After a stepwise selection procedure the following model
using a zero inflated beta negative binomial, ZIBNB, distribution was chosen:

Y ∼ ZIBNB(µ̂, σ̂ , ν̂ , τ̂),
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log(µ̂) = 0.980+0.382
√

hospital+0.332
√

chronic
+0.025school+0.255(if health=poor)

−0.313(if health=excellent)−0.112(if gender=male)
+0.123(if insurance=yes)

log(σ̂) = −1.7026−0.208
√

chronic+0.394(if health=poor) (3)
−0.345(if health=excellent)+0.197(if gender=male)

log(ν̂) = −2.679+0.966
√

hospital
log[τ̂/(1− τ̂)] = −1.077−0.744

√
chronic−1.546(if insurance=yes),

Figure 1 shows the worm plot and the rootogram of the fitted final model both
indicating the the fit is adequate except for the extreme right tail.
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Fig. 1 Worm plot (a) and rootogram of the randomised quantile residuals for the final ZIBNB
models. .

4 Conclusions

The GAMLSS models are especially useful for continuous response variables if they
are negatively skew, highly positively skew, platykurtic, or leptokurtic. For discrete
responses, if there exist over-dispersion or under-dispersion, excess or shortage of
zero values and long tails. The GAMLSS models allows any parametric distribution
for the response variable. The current implementation in the gamlss package in R al-
lows the user to choose from more than 100 distributions with up to four parameters,
allowing changes in modelling the location, the scale and shape of the distribution.
A boosting and a Bayesian versions of GAMLSS exist in R packages , see [8, 13]
and [22] respectively. There are alternative approaches to GAMLSS for quantile or
centile estimation: for continuous response variable quantile regression, [12], can
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be used. In quantile regression there are less assumption than GAMLSS and for this
reason more difficult to check the model. For mean (and variance) estimation the
generalized estimation equation (GEE) [4] also can be used.

At this moment of time the following work is under way for the development and
enhancement of GAMLSS:

• A second book on GAMLSS with the title “Distributions for Modelling Location,
Scale and Shape: Using GAMLSS in R” is in its final draft.

• Robust methods of GAMLSS model are developed.
• Alternative model selection techniques are explored.
• Time series modelling techniques within GAMLSS are investigated.

The GAMLSS model provide a very general framework for regression type of mod-
elling but it flexibility it is also its burden. More automated procedures would help
its spread and its popularity
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