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La decomposizione di networks di grosse dimensioni: un
approccio basato sull'identificazione di comuaitvia
MCA
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Abstract The emergence of the big data has called for considering netliod-
ologies to analyze big networks. In these particular castéhere are many cases
in which it is important to take into account not only the dengode but groups
of nodes which can have the same or similar functions on aet¢firetwork. On
large networks it is important to represent them in a medualnvgay. Interval data
seems an adequate representation which can be used toergptesse networks.
The specific contribution of this work it is to show the way ihigh is possible to
rank the different structural characteristics of the défe robust communities rep-
resented by the network. The rank applied to the structhalacteristics allows the
understanding also of the relevant core of the network

Abstract L'emergere dei big data ha richiesto di considerare nuoveoaelogie
per analizzare le grandi reti. In questi contesti ci sono tinchsi in cuié impor-
tante prendere in considerazione non solo il singolo nodogmgopi di nodi che
possono avere le stesse funzioni o funzioni simili su ureedefinita. | dati ad inter-
vallo sembrano una rappresentazione adeguata cloesgsere utilizzata per rappre-
sentare queste reti. Il contributo specifico di questo la®maostrare il modo in cui
sia possibile classificare le diverse caratteristiche #trrali delle diverse comurat
robuste rappresentate dalla rete. Il rango applicato alkratteristiche strutturali
consente di comprendere il nucleo principale della rete
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1 Big Data and Networks

The emergence of the big data has demanded the considesatiew methodolo-
gies to analyze big networks. In particular the growth iresf the social networks
has called for a new relevant role for the different platfenvhich have given var-
ious new services. At the same time the data related to tffierelitt attributes on
the network is growing exponentially. In this way it is udyalifficult to handle
and analyze networks and it is necessary to define an appndach can be useful
to deal with these types of networks. Furthermore in thesgéests there are many
cases in which it is important to take into account not ong/¢hgle node but also
the group of nodes which can have the same functions on a defatevork. One
strategy is to decompose the networks and to represent inaregeable way [14].
The different groups of nodes need to be considered as kincsnopartments on
the networks and they can have a similar function or role emtttworks as a whole
[6]. It could be important to consider the groups of the naakea relevant entity and
it is relevant to analyze the different relationships betwthe different entities. The
challenge is to represent the network by considering theiremelevant parts. The
approach proposed considers symbolic data [1]. So the pebi® to consider a
specific representation for the community or the specificegmted data and then
consider the community also as an entire entity.

2 The Analysis of the Community Structure

The different communities are groups of nodes which tencttstiobngly connected
to each other and they tend to be loosely connected with noidether commu-
nities [6]. The identification of the community structurevisry important in order
to detect groups of nodes which can be part of the same furadtsdructure of the
same network. The communities are the relevant elementseocanstruction of a
network. In this sense we consider each different netwoldlaasd on the communi-
ties which can be identified on the network. The first step ideatify the different
communities which can be considered inside the network lagwl tepresent them.
There are various different methodologies with the aim dédiing the different
communities inside a network [9]. Each different method kbawve a different per-
formance [11, 10]. In particular different algorithms caavé different biases for
the separate network structures and so we have to comparediiés we obtain
using different community algorithms. In this regard thelgl optimum as set of
nodes of the considered objective can be really discrepantthe one returned by
each method [10]. The use of a single methodology can as thediomethod can
be robustified by considering other methods and synthes&eutentually different
results obtained. It is useful to consider approaches wtachtake into account an
ensamble of different algorithms or approaches in ordeyth&size the results ob-
tained [4]. So we obtain a robust community structure viatiplg correspondence
analysis (MCA) and we validate them using the Rand Indexhistpoint it is nec-
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essary to represent the different communities in such a waghacannot lead to
the loss of relevant information from the original data. Teenputed Rand Index
gives us information on the capacity of the resulting repnéstion to "capture” the
initial results of the different community detection on thetwork.

3 From the Communitiesto their Representation

Each different community, can be represented as a diffénéenval data [3]. Dif-
ferently it is possible to consider the entire network asratsylic data [7]. In this
sense we are able to obtain different interval data for eaaimeunity. The proce-
dure used is comprised of three steps: identifying the diffecommunities from a
network using an approach of community detection [9] (ewalfy using an MCA
approach), and then from the different member communityaveabtain the inter-
val data. Following [3] each different community is basedadirthe single nodes
of the network. From the interval data considered it is gasedio measure the dif-
ferent attributes which are relevant in order to represenentire community. Each
measure is related to structural characteristics or atggof the same node. We
can have the attribute or structural characteristics feretiitire community in addi-
tion to the attribute of those of the singlenodes. Then we have the single interval
measure for the community based on those of the nodes whiam@ambers of the
community:

X2 = (X1,X2,- -+, %n) (1)

Wherex is a measure for the nodes belonging to a commuxftyfor instance
the different betweenness or the degree). The intervalfdatae single community
is:

X' =[x,x] )

WhereXx represents the upper bound of the measure belonging to thenae
nity and thex the lower bound. At this point we can consider the descriptdithe
different communities as intervals [8]. In this way we camsider both the single
different observations, but also the different communibig considering the inter-
vals of their measures. It is possible to compare the difftecemmunities by their
attributes (the upper and the lower bound) but also the ceatel the radii [12]. We
have the center:

X(!,éarlwter: % (X+X) Q)

we can also consider the range between the upper and thelbhowed

Ié?\ge = (>_( - )_() (4)

and the radii
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)Cé?jius - % (X+X) (5)

These descriptors allow to take into account the differembmunities and to
compare them.

4 Ranking the Different Representations

At this point it is necessary to identify the different rangs of the representations.
In this sense we have to explicitly consider the differeteiivals and their attributes.
In particular each interval can be characterized by thaibates as the lower bound
and the upper bound. Starting from their descriptors it ssjjgle to compare the dif-
ferent attributes or structural indicators for each comityuwronsidered. Following
[12] we consider the ranking for the different intervalsaibed. The comparison
can be conducted by considering the different attributeb@fntervals (the upper
and the lower bounds, the range and the radii). An applicatf@anking of the dif-
ferent attributes of the different communities is to detbetcentre of the network
based on the different communities. In this sense we areested not in single
nodes but in considering the communities as the initial {pofrthe analysis. The
ranking of centrality, for instance, is computed by consitfgthe different com-
munities, and at the same time those selected are consideré final network
selected by their structural characteristics. At this pdinis possible to consider
the ranking also by taking into account only a number of défeé communities.
The aim is to detect the central part of the network for soneveat structural
characteristics. We obtain a stylized structure of the ngtweonsidering the most
relevant communities. The validation phase is performedlserving a graph in
which are visualized the changes on some indicators (betvesss and degree for
instance). We consider the changes on the center valueadoicemmunity. A radar
plot [13] is a tool to analyze and compare the different mezson the ranking: it
could be used as a diagnostic tool in the choice. The finalor&tetructure is based
on considering only these communities.

5 Simulation Study and Application on Real Data

It is possible to consider different simulated networkslides to evaluate the pro-
cedure proposed. In order to test the algorithms then weidengarious types of
networks and we consider the approach for each differemtor&t In particular we
simulate different networks of different typology and difént size and then we ap-
ply the approach (Barabasi Game, Erdos Renyi and also Heiresf2]). We are
able to show the community structure by detecting the difiecommunities us-
ing the MCA-based community algorithm procedure [4]. Thennepresent them
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as interval data and we compute two descriptors as uppeoart bound for each
community. Finally we are able to compute also the centetlamdadius. The statis-
tical methods considered on the different intervals basetth® communities are on
[8]. The package RSDA on R allows the performing of differemputations based
on interval data [15]. We visualize the ranking of the diffietcommunities obtained
by considering the appropriate methods and we can visulera by using a radar
plot. A radar plot visualizes each attribute of the commyaitd structural indicator
expressed as interval. At the same time we can choose theamahbommunities
by observing the change on the relevant center paramettrs lifferent commu-
nities (on betweenness and degree in our case). So we arn® aidealize the most
central communities by considering the highest ranked conities by their be-
tweenness and the degree. At the same time the radar plduallgshowing the
ranking considering also the other structural charadiesisepresented as interval
data for each specific data. Finally by choosing the firstedrdommunities we are
able to identify the stylized structure of the network stayfrom their specific ini-
tial structure. In this sense we start from the entire stnecand then we are able
to rank the different communities by considering the défarattributes. Finally
we select the first communities and we obtain the most ceocdraimunities from
the network. In the case of application on real data we censfte network of the
Zachary karate club [16]. Here we are able to observe andtqslee the figure 6)
the most relevant part of the network by selection of the restral communities.
These communities identify the "core of the network” rattiem other peripherical
network structures.

6 Conclusions

The procedure considered determines the different contiasioif the network and

detects the most central different representations byiderisg some structural
indicators as the betweenness or the Freeman degree. Qthertas of the different

communities can be considered. The approach followed snghper is to consider
the different communities, representing them as interatd dnd then ranking them.
It is important to emphasize that the analysis is commubéged and it is robust
allowing to enclosing the results of many community detecalgorithms.
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Fig. 1 Zachary Karate Club: selected part of the network (on thg &fd the entire network (on
the right)
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