
M.	Simona	Andreano	

Universitas	Mercatorum	

5	June	2019	 ITACOSM	2019	 1	

Francesco	Pantalone	

University	of	Perugia	



• Review	of	SpaGally	balanced	sampling	(SBS):	
	-	Generalized	Random	Tessela0on	Stra0fied	
	-	Spa0ally	correlated	Poisson	Sampling	

	-	Local	Pivotal	Method	
	-	Product	within	Distance	
•  Small	area	esGmaGon	and	SBS	
•  SimulaGon	and	results	

• References	

test	author	 PresentaGon	Lidija	 2	



•  Usually	units	in	spaGal	populaGon	exhibit	spaGal	
dependence.	In	parGcular,	units	close	together	tend	to	be	
similar,	because	influenced	by	the	same	set	of	factors.			
•  In	order	to	improve	esGmator	efficiency,	it	is	desirable	
taking	into	account	this	informaGon.	
•  In	the	design	phase,	that	would	mean	to	move	from	
tradiGonal	sampling	designs,	which	do	not	consider	the	
spaGal	informaGon	of	the	populaGon,	to	spaGal	sampling	
designs.	
•  A	good	strategy	would	be	to	select	sample	well	spread	over	
the	populaGon	of	interest,	or	spa0ally	balanced	samples,	in	
order	to	capture	spaGal	heterogeneity.	
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•  Finite	spaGal	populaGon	
•  Response	variable	yi	
•  Coordinates	
•  Auxiliary	variables	
•  Target	of	inference	
•  Design-based	approach:	y	is	considered	fixed	and	the	only	
source	of	randomness	is	coming	from	the	selecGon	of	the	
sample,	i.e.	p(s)		

•  First-order	inclusion	probability:	
•  Second-order	inclusion	probability:	
•  Horvitz-Thompson	esGmator:							
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To	take	into	account	spaGal	informaGon	when	desingning	a	
sample,	we	introduce	a	spaGal	model:	

The	AnGcipated	Variance	(Isaki	and	Fuller,	1982)	of	HT	
esGmator	under	the	model	is	(Grafström	and	Tillè	2013):	
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Uncertainty	can	be	spliaed	into	two	terms:	

1.																																					can	be	reduced	through	the	use	of		

balanced	sampling	(Deville	and	Tillè	2004)	

2.																																				can	be	reduced	exploiGng	spaGal		

informaGon												if	ρij	decrease	with	respect	to	distance	
between	units,	then	selecGng	units	far	apart	reduces	this	
term	
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Mapping	two-dimensional	spaGal	populaGon	into	one-
dimensional	populaGon,	by	preserving	some	spaGal	order:	

1.	Sampling	units	are	sorted	according	to	a	recursive,	
hierarchical	randomizaGon	process,	which	tries	to	preserve	
the	spaGal	relaGonship	of	the	units;	

2.	Sampling	units	are	ordered	according	to	a	funcGon	f,	which	
maps	the	two-dimensional	space	of	the	populaGon	into	a	
one-dimensional	space,	by	defining	an	ordered	spaGal	
address;	

3.	The	one-dimensional	space	of	units	is	then	divided	into	a	
number	of	equal-lenght	segments	(the	line	is	divede	in	n	
sub	segments).	
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•  		
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Spa0ally	Correlated	Poisson	Sampling	(SCPS)	

•  is	a	modificaGon	of	Correlated	Poisson	Sampling	(CPS),	
introduced	by	Bondesson	&	Thorburn	(2008);	

•  design	based	on	a	list	sequenGal	criterion;	
•  the	probability	funcGon	for	SCPS	can	be	wriaen	as	Poisson;	
•  At	each	step	t	the	outcome	of	the	t-th	unit	in	the	list	is	
decided	and	inclusion	probabiliGes	are	updated	through	the	
use	of	weights	creaGng	negaGve	correlaGons	between	close	
units;	

test	author	 PresentaGon	Lidija	 9	



•  		
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Product	Within	Distance	(PWD)	
•  define	a	design	p(S)	with	a	selecGon	probability	of	each	
sample	proporGonal	to	some	syntheGc	index	M(Ds)	of	the	
within	sample	distance	matrix	Ds.		

•  is	based	on	a	Markov	Chain	Monte	Carlo	(MCMC)	procedure	
whose	aim	is	to	generate	samples	s	directly	from	the	
distribuGon	p(S)	without	assumpGons	on	the	first-	or	
second-	order	inclusion	probabiliGes.		

•  		Sampling	mechanism:	MCMC-based	algorithm.	At	each	
step	a	Markov-chain		is	run	and,	given	the	actual	
configuraGon,	a	new	one	is	selected	or	rejected	according	to	
an	acceptance	rule.			
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Product	Within	Distance	(PWD)	
•  Presence	of	a	tuning	parameter	β	that	controls	the	
spreading	of	the	sample:	the	higher	is	β,	the	more	spread	
will	be	the	sample;		

•  Deciding	if	updaGng	the	sample	in	accordance	to:	

•  Advantage:	unequal	probability	sampling,	applied	on	
merging	different	surveys	or	surveys	in	dfferent	Gme	

•  Reference:	Benedei	and	Piersimoni	2017	

•  Rpackage:	Spbsampling	(Pantalone,	Benedei,	Piersimoni	
2019)			
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Suppose	we	have	a	populaGon	of	interest,	i.e.	a	populaGon	for	
which	the	survey	was	designed.	In	this	case	direct	es0mators,	
e.g.	Horvitz-Thompson,	should	be	reliable	for	this	populaGon.	

What	happens	when	we	change	our	target	populaGon	in	
some	sub-populaGon,	or	domain,	of	the	original	one?	

Two	problems:	

1.  the	survey	is	not	designed	for	the	new	populaGon;	
2.  we	can	end	up	with	domain	with	few	(or	even	zero)	

observaGons.	

In	this	situaGon,	the	direct	esGmators	could	be	not	reliable	
and	could	have	low	efficiency.	

SoluGon	(a	possible	one):	Small	Area	Es0ma0on	(SAE).	
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Two	extreme	cases:	

(i)	domain	with	zero	observaGon:	we	need	a	model;	

(ii)	domain	with	high	number	of	observaGons:	the	direct	
es0mator	works	fine.	

Intermediate	case:	

(iii)	domain	with	a	few	observaGons:	the	direct	esGmator	sGll	
works,	but	the	reliability	is	lower.	

Idea:	

•  use	of	both:	composite	es0mator.	
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A	composite	esGmator	is	a	linear	combinaGon	between	
different	esGmators.	

In	our	case,	we	want	to	combine	the	direct	esGmator	with	a	
model	esGmator,	in	order	to	face	the	trade-off	between	the	
instability	of	the	direct	esGmator	with	the	potenGal	bias	of	
the	model	esGmator.	

The	weight	of	the	linear	combinaGon	should	account	for	all	
the	situaGons	we	have	seen	previously:	

SituaGon	(i):	we	can	use	only	the	model	esGmator;	

SituaGon	(ii):	we	want	to	use	the	direct	esGmator;	

SituaGon	(iii)	we	want	to	use	both.	
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M.S.	Andreano	&	F.	Pantalone	 ITACOSM	2019	 16	



Fay	–	Harriot	Model	–	Area	level	Approach	

The	shrinkage	factor	is	used	to	assign	the	weights	to	the	
esGmators	according	to	the	number	of	observaGons	of	the	
domain:	the	higher	it	is,	the	more	the	weight	of	the	direct	
esGmator	will	be.	At	the	opposite,	the	lower	the	number	of	
observarions,	the	higher	the	weight	of	the	model	esGmator	
will	be.	
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ObjecGve	of	the	simulaGon:	tesGng	the	efficiency	of	the	
EBLUP	under	different	SBS,	in	order	to	understand	the	impact	
of	them	on	the	final	esGmates.	

Target	area:	Italian	region	“Piemonte”.	

Small	areas:	8	provinces,	Verbania,	Vercelli,	Novara,	Biella,	
Torino,	Alessandria,	AsG,	Cuneo.		

Target	of	inference:	total	of	area	dedicated	to	maize	at	the	
province	level.	

Sample	data:	Land	Use/Cover	Area	Frame	Survey	(LUCAS).	

Auxiliary	informaGon:	satellite	data.	
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• Apart	for	the	province	of	“Alessandria”,	the	EBLUPs	
obtained	by	SBS	are	generally	more	efficient	than	
the	EBLUPs	obtained	by	SRS.	

•  	
In	some	cases,	we	reach	a	gain	in	the	efficiency	
around	the		60%.	
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•  SBS:	taking	into	account	the	spaGal	informaGon	
when	selecGng	a	sample.	
•  SAE:	face	the	challenge	of	obtain	reliable	esGmates	
for	small	areas	(likely	with	few	observaGons)	
through	the	use	of	a	composite	esGmator.	
•  SBS	+	SAE:	the	results	show	a	possible	gain	in	the	
efficiency	of	the	final	esGmates	if	SBS	and	SAE	are	
used	together.	This	is	due	to	the	possible	reducGon	
of	the	first	term	of	the	MSE	of	the	EBLUP.	
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