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Abstract
One of the current big-data age requirements is the need of representing groups of data by summaries allowing the minimum loss of information as possible. Recently, histograms have been used for summarizing numerical variables keeping more information about the data generation process than characteristic values such as the mean, the standard deviation, or quantiles. We propose two co-clustering algorithms for histogram data based on the double $k$-means algorithm. The first proposed algorithm, named "distributional double Kmeans (DDK)". is an extension of double Kmeans (DK) proposed to manage usual quantitative data, to histogram data. The second algorithm, named adaptive distributional double Kmeans (ADDK), is an extension of DDK with automated variable weighting allowing co-clustering and feature selection simultaneously.
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posta, chiamata adaptive distributional double Kmeans (ADDK), è un’estensione dell’algoritmo DDK che effettua la ponderazione automatica delle variabili consentendo di effettuare simultaneamente il co-clustering e la selezione delle variabili.
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1 Introduction

Histogram data are becoming very common in several applicative fields. For example, in order to preserve the individuals’ privacy, data about groups of customers transactions are released after being aggregated; in wireless sensor networks, where the energy limitations constraint the communication of data, the use of suitable synthesis of sensed data are necessary; official statistical institutes collect data about territorial units or administrations and release them as histograms.

Among the exploratory tools for the analysis of histogram data, this paper focuses on co-clustering, also known as bi-clustering or block clustering. The aim is to cluster simultaneously objects and variables of a data set [1, 2, 5, 6].

By performing permutations of rows and columns, the co-clustering algorithms aim to reorganize the initial data matrix into homogeneous blocks. These blocks also called co-clusters can therefore be defined as subsets of the data matrix characterized by a set of observations and a set of features whose elements are similar. They resume the initial data matrix into a much smaller matrix representing homogeneous blocks or co-clusters of similar objects and variables. Refs. [4] presents other types of co-clustering approaches.

This paper proposes at first the DDK (Distributional Double K-means) algorithm whose aim is to cluster, simultaneously, objects and variables on distributional-valued data sets. Then, it introduces the ADDK (Adaptive Distributional Double K-means) algorithm which takes into account the relevance of the variables in the co-clustering optimization criterion.

Conventional co-clustering methods do not take into account the relevance of the variables, i.e., these methods consider that all variables are equally important to the co-clustering task, however, in most applications some variables may be irrelevant and, among the relevant ones, some may be more or less relevant than others.

ADDK and DDK use, respectively, suitable adaptive and non-adaptive Wasserstein distances aiming to compare distributional-valued data during the co-clustering task.

2 Co-clustering algorithms for distributional-valued data

Let $E = \{e_1, \ldots, e_N\}$ be a set of $N$ objects described by a set of $P$ distributional-valued variables denoted by $Y_j (1 \leq j \leq P)$. Let $Y = \{Y_1, \ldots, Y_P\}$ be the set of $P$
distributional-valued variables and let
\[ Y = \{y_{ij}\}_{1 \leq i \leq N, 1 \leq j \leq P} \]

be a distributional-valued data matrix of size \( N \times P \) where the distributional data observed on the \( Y_j \) variable for the \( i \)-th object is denoted with \( y_{ij} \). Our aim consists in obtaining a co-clustering of \( Y \), i.e., in obtaining simultaneously a partition \( \mathcal{P} = \{\mathcal{P}_1, \ldots, \mathcal{P}_C\} \) of the set of \( N \) objects into \( C \) clusters and a partition \( \mathcal{Q} = \{\mathcal{Q}_1, \ldots, \mathcal{Q}_H\} \) of the set of \( P \) distributional-valued variables into \( H \) clusters.

The co-clustering can be formulated as the search for a good matrix approximation of the original distributional-valued data matrix \( Y \) by a \( C \times H \) matrix
\[ G = \{g_{kh}\}_{1 \leq k \leq C, 1 \leq h \leq H} \]
which can be viewed as a summary of the distributional-valued data matrix \( Y \) (see, for example, Refs. [2, 5, 6]).

Each element \( g_{kh} \) of \( G \) is also called a prototype of the co-cluster
\[ Y_{kh} = \{y_{kj}\}_{y_j \in \mathcal{Q}_h} \]
Moreover, each \( g_{kh} \) is a distributional data, with a distribution function \( G_{kh} \) and a quantile function \( Q_{g_{kh}} \).

In order to obtain a co-clustering that is faithfully representative of the distributional-valued data set \( Y \), the matrix \( G \) of prototypes, the partition \( \mathcal{P} \) of the objects and the partition \( \mathcal{Q} \) of the distributional-valued variables are obtained iteratively by means of the minimization of an error function \( J_{DDK} \), computed as follows:
\[ J_{DDK}(G, \mathcal{P}, \mathcal{Q}) = \sum_{k=1}^{C} \sum_{h=1}^{H} \sum_{y_j \in \mathcal{Q}_h} \sum_{e_i \in \mathcal{P}_k} d_W^2(y_{ij}, g_{kh}) \]  \hspace{1cm} (1)
where the \( d_W^2 \) function is the non-adaptive (squared) \( L_2 \) Wasserstein distance computed between the element \( y_{ij} \) of the distributional data matrix \( Y \) and the prototype \( g_{kh} \) of co-cluster \( Y_{kh} \).

In order to propose an adaptive version of the DDK algorithm which evaluates the relevance of each variable in the co-clustering process, we still propose the local minimization of the following criterion function:
\[ J_{ADDK}(G, \lambda, \mathcal{P}, \mathcal{Q}) = \sum_{k=1}^{C} \sum_{h=1}^{H} \sum_{e_i \in \mathcal{P}_k} \sum_{y_j \in \mathcal{Q}_h} \lambda_j d_W^2(y_{ij}, g_{kh}) \]  \hspace{1cm} (2)
where \( \lambda = (\lambda_j)_{j=1,\ldots,P} \) (with \( \lambda_j > 0 \) and \( \prod_{j=1}^{P} \lambda_j = 1 \)) are positive weights measuring the importance of each distributional-valued variable.

The minimization of the \( J_{DDK} \) criterion, is performed iteratively in three steps: representation, objects assignments and distributional-valued variables assignments.
The representation step gives the optimal solution for the computation of the representatives (prototypes) of the co-clusters. The objects assignments step provides the optimal solution for the partition of the objects. Finally, the variables assignments step provides the optimal solution for the partition of the variables. The three steps are iterated until the convergence to a stable optimal solution.

The minimization of the $J_{ADDK}$ criterion, requires a further weighting step which provides optimal solutions for the computation of the relevance weights for the distributional-valued variables.

**Representation step in DDK and ADDK**

In the representation step, DDK algorithm aims to find, for $k = 1, \ldots, C$ and for $h = 1, \ldots, H$, the prototype $g_{kh}$ such that $\sum_{e_i \in \mathcal{P}_k} \sum_{Y_j \in \mathcal{Q}_h} d^2_W(y_{ij}, g_{kh})$ is minimal.

According to [3], the quantile function associated with the corresponding probability density function (pdf) $g_{kh} (1 \leq k \leq C; 1 \leq h \leq H)$ is:

$$Q_{gh} = \frac{\sum_{e_i \in \mathcal{P}_k} \sum_{Y_j \in \mathcal{Q}_h} Q_{ij}}{n_k n_h}$$  \hspace{1cm} (3)

where $n_k$ is the cardinality of $\mathcal{P}_k$ and $n_h$ is the cardinality of $\mathcal{Q}_h$.

The ADDK algorithm aims to find, for $k = 1, \ldots, C$ and for $h = 1, \ldots, H$, prototype $g_{kh}$ such that $\sum_{e_i \in \mathcal{P}_k} \sum_{Y_j \in \mathcal{Q}_h} \lambda_j d^2_W(y_{ij}, g_{kh})$ is minimal.

Under the constraints $\prod_{j=1}^H \lambda_j = 1$, $\lambda_j > 0$, the quantile function associated with the corresponding probability density function (pdf) $g_{kh} (1 \leq k \leq C; 1 \leq h \leq H)$ is computed as follows:

$$Q_{gh} = \frac{\sum_{e_i \in \mathcal{P}_k} \sum_{Y_j \in \mathcal{Q}_h} \lambda_j Q_{ij}}{n_k \sum_{Y_j \in \mathcal{Q}_h} \lambda_j}$$  \hspace{1cm} (4)

**Objects assignment step in DDK and ADDK**

During the object assignment step of DDK, the matrix of co-cluster prototypes $G$ and the partition of the distributional-valued variables $\mathcal{Q}$ are kept fixed. The error function $J_{DDK}$ is minimized with respect to the partition $\mathcal{P}$ of objects and each object $e_i \in E$ is assigned to its nearest co-cluster prototype.

**Proposition 1.** The error function $J_{DDK}$ (Eq. 1) is minimized with respect to the partition $\mathcal{P}$ of objects when the clusters $P_k (k = 1, \ldots, C)$ are updated according to the following assignment function:

$$P_k = \left\{ e_i \in E : \max_{h=1}^H \sum_{Y_j \in \mathcal{Q}_h} d^2_W(y_{ij}, g_{kh}) = \min_{h=1}^H \sum_{Y_j \in \mathcal{Q}_h} d^2_W(y_{ij}, g_{kh}) \right\}$$
The error function $J_{ADDK}$ is minimized with respect to the partition $\mathcal{P}$ and each individual $e_i \in E$ is assigned to its nearest co-cluster prototype.

**Proposition 2.** The error function $J_{ADDK}$ (Eq. 2) is minimized with respect to the partition $\mathcal{P}$ of objects when the clusters $P_k (k = 1, \ldots, C)$ are updated according to the following assignment function:

$$P_k = \left\{ e_i \in E : \sum_{h=1}^{H} \sum_{y_j \in \mathcal{Y}_h} \lambda_j d_W^2 (y_{ij}, g_{kh}) = \min_{z=1}^{C} \sum_{h=1}^{H} \sum_{y_j \in \mathcal{Y}_h} \lambda_j d_W^2 (y_{ij}, g_{zk}) \right\}$$

Variables assignment step in DDK and ADDK

During the variables assignment step of DDK, the matrix of prototypes $G$ and the partition of the objects $\mathcal{P}$ are kept fixed. The error function $J_{DDK}$ is minimized with respect to the partition $\mathcal{Q}$ of the distributional-valued variables and each variable $Y_j \in \mathcal{Y}$ is assigned to its nearest co-cluster prototype.

**Proposition 3.** The error function $J_{DDK}$ (Eq. 1) is minimized with respect to the partition $\mathcal{Q}$ of the distributional-valued variables when the clusters $Q_h (h = 1, \ldots, H)$ are updated according to the following assignment function:

$$Q_h = \left\{ Y_j \in \mathcal{Y} : \sum_{k=1}^{C} \sum_{e_i \in \mathcal{P}_k} \lambda_j d_W^2 (y_{ij}, g_{kh}) = \min_{z=1}^{C} \sum_{k=1}^{C} \sum_{e_i \in \mathcal{P}_k} \lambda_j d_W^2 (y_{ij}, g_{kz}) \right\}$$

where $d_W^2 (y_{ij}, g_{kh})$ is the squared $L^2$ Wasserstein distance.

**Proposition 4.** The error function $J_{ADDK}$ (Eq. 2) is minimized with respect to the partition $\mathcal{Q}$ of the distributional-valued variables when the clusters $Q_h (h = 1, \ldots, H)$ are updated according to the following assignment function:

$$Q_h = \left\{ Y_j \in \mathcal{Y} : \sum_{k=1}^{C} \sum_{e_i \in \mathcal{P}_k} \lambda_j d_W^2 (y_{ij}, g_{kh}) = \min_{z=1}^{C} \sum_{k=1}^{C} \sum_{e_i \in \mathcal{P}_k} \lambda_j d_W^2 (y_{ij}, g_{kz}) \right\}$$

Weighting step for ADDK

We provide an optimal solution for the computation of the relevance weight of each distributional-valued variable during the weighting step of the ADDK algorithm.

During the weighting step of ADDK, the matrix of prototype vectors $G$, the partition $\mathcal{P}$ of the objects and the partition $\mathcal{Q}$ of the distributional-valued variables are kept fixed. The error function $J_{ADDK}$ is minimized with respect to the weights $\lambda_j$.

**Proposition 5.** The relevance weights are computed according to the adaptive squared $L^2$ Wasserstein distance:
If we assume that $\prod_{j=1}^{P} \lambda_j = 1$, $\lambda_j > 0$, the $P$ relevance weights are computed as follows:

$$
\lambda_j = \left( \prod_{r=1}^{p} \left( \sum_{k=1}^{C} \sum_{h=1}^{H} \sum_{Y \in \mathcal{P}_k} \sum_{Y \in \mathcal{D}_h} d^2_W(y_{ir}, g_{kh}) \right) \right)^{-\frac{1}{2}}
$$

(5)

3 Conclusions

In this paper we have introduced two algorithms, based on the double k-means, for performing the co-clustering of a distributional valued data matrix. The main difference between the two algorithms is that ADDK integrates in the optimization criterion the search for a set of weights which measure the relevance of each variable. In order to evaluate the effectiveness of the proposal, we have made some preliminary test on real and simulated data with encouraging results.
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