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Simple cluster sample vector estimator
Basic notation

@ U is population of size N,

@ mis number of variables observed inU,

Yy = [yk,1'~yk,m] where k € U,

© D={U,...,Up, ..., Ug} is partition of U into clusters Up,
h=1,..G N=N/G,

y=01-Fml =D _ Ve/N, yu=Ny=> ¥c=Iyu1-Yum,

keU keU
yui= Y _Yei» C=lcjl, Cij=> (Vki—¥)Wkj—¥)/(N=1),
keU keU
C. .
R=D"'2cD'? =[], D=1v], rj=—L, vi=c
[ /7j] [vi] ij N7 f i, i



Simple cluster sample vector estimator
Basic notation

U= D Yk/No,  Vu, = Wupt--Yopmls  Yuni =D, Yki/ N,

PEA PE

= NoYu, = > Vi YU, = Wpt-Yunmls Yuni = Y Yiis

keUp keUp
Cu, = [Cupifl: Cunij= Y Wki = Y0ni)Ykj — Y0ns)/(Nn = 1),
keUp

G G
Yo = ZYU,,/G =yu/G=[Vp1.-¥pml: ¥pi= ZYU,,J/G = yu,i/ G,

h=1 h=1

YD:G;’D:Z:}’U,,:,VUa CD:[CD,i,j]7
h=1
G
Cp,ij = Z(yUh,i - }_/D,f)(yUh,/ - }_/’va)/(G_ 1)7 ”./ = 1""7 m.
e 4 4444



Simple cluster sample vector estimator
Properties of the stimator

ZZ_VK— Z_VUW V(ys) —MCD, (1)

hes keUp hes 9
. GG-g)- N-G.\ GG-g)
Vigs)= 7 INC (It g—7a)+ T Ta @)
homogeneity matrix: A =1, - C'C,, (3)

G
1 ~ o
A=la] aj=z—7 > (No = N)Noyu, iy, (4)
h=1

G
1 _ _
C=leil cij=x—a > D Wi Tun)Wej=Tu,): (8)
h=1 keUy
The eigenvalues of A and the diagonal elements of A take

G-1.
values from [—m, 1].



Simple cluster sample vector estimator

Relative efficiency
The relative efficiency coefficient (Rao and Scott (1981):
deff(ys) = A (V(ys)"'V(¥s)) x A (€T'Cp) . (6)
where A(...) is maximal eigenvalue and ordinary estimator

N _ N(N-n)
= > Ve V(ys)=——

—cC )
keS

Estimator ys is not worst than ys if and only if V(ys) — V(ys) is
non-positive definite and all eigenvalues of V(ys)~'V(ys) take
values from [0; 1].

~ N-G 1
If Npn=constforallh=1,...,G:
- N-G N —1
Ogdeff(ys)—1+G_1)\(A)§G_1. (9)



Clustering algorithms
Systematic algorithm D,

o Letyy>0forallk=1,... N,

@ evaluation of squared distances dy = ykykT of yx from the
zero vector 0 for all k € U,

@ let us assume that dx < dx,1 fork=1,... N —1,
@ h-th cluster is identified by such k € U that
k=(—-1)G+h,fori=1,...,Mand h=1,..., G,

@ this leads to: dy, < ay,,, forh=1,...,G - 1 where
du, = > keu, %-




Clustering algorithms
Systematic algorithm D,

@ Letdx = (yxk — ¥)(¥xk — ¥)" be the squared distance of yj
from vector y for all k € U,

@ letdy <dkyifork=1,...,.N—1.
@ when M is even and N = MG, then
U,,:{(h—1)¥+i;N—(h—1)%—i+1}
forh=1,..,Gandi=1,..M/2.
@ Particularly, if M =2 and N = MG,
Up={hN—-h+1}

forh=1,...,G.



Clustering algorithms
Permutation algorithm D3

o Let DO = {U1(°), s Ug))} be any start partition of
population into clusters of the same sizes,

@ in the t-h (t=0,1,...) iteration partition DO = {U, ..., Ug)}
is generated through permutation population elements of
U,

@ for assumed t = T, Dj is treated as optimal when

Dg = arg(ming—1_. 1y(A(A(DM)))). (10)




Clustering algorithms
Algorithm Dy

Let D© = (U .., UD)} be any start partition of the
population into clusters of not necessary of the same size,
let f: U — DO, (k) = h, if and only if k € UV,

in iteration t + 1 we randomly choice number k. from
1,...,N,

element k. is moved from the cluster hy = f;(k.) to cluster
h,. h, is randomly drawn from {h: h=1,..., G, h # hy}.
This leads to new partition D+,

let Ary1 = M(Cpiey)- If Aep1 < Ap, then DUH1) s the current
partition and we start the iteration t + 2 of the algorithm,

if A1 > A, then we start the stage ¢ + 2 of the algorithm
from partition D();

the algorithm is stopped when number of the iteration
reach assumed level T;

this algorithm minimizes deff(ys).



Clustering algorithms
Algorithm Ds

e D) = {U(’), e Ug)} is the resulted of t-th iteration where
t=(-1)N+k,k=1,.,N, =12, .

o let \y = A(Cpp) andlet f: U — DO, f() = h 1 € UY;
@ instage t + 1 element k € U, where h = f;(k), is moved

to clusters u§”, z# h,z=1,...,Gand calculated the
following

(k,z) = arg (ming;—1.._ ¢ 22600y (M Cpu(k,2)))) (1)

@ \(Cp(k,z)) is evaluated for the partition D) in which
clusters Ug) and U,(f) are replaced by {Ug) U{k}}and
{U™ — {k}}, respectively, and h = f;(k);



Clustering algorithms
Algorithm Ds, continuation

@ If A\(Cp(2)) < At, then A1 = A(Cpsr) and DI+ s
equal to D where clusters U(t) and U,(f) are replaced by
U = (U U {k}} and U(’+1 (U — {k}},
respectively;

@ if \(Cpy(2)) > \t, then DY) = D) and A\ 4 = Ay;

@ the iteration process is stopped when \;, y = At or the
number of the iterations attains the preassigned level T.




Clustering algorithms
Algorithm Ds

in iteration t + 1 element k ¢ U(t), where h = fi(k), is
moved to clusters Uét), z# h,z=1,...,Gand calculated:

(k, z) = arg (mingxeyy Ming 44,k),2=1.....ay (MCpa (K, Z)()B;)
A(Cpa (k, 2)) is evaluated for D) in which clusters U
and U,(,’) are replaced by {Ug) uU{k}}and {U,(,’) —{k}},
respectively, and h = fy(k);
if A(Cpin (K, 2)) < A, then A(Cpin) = A(Cpun (K, 2)) and
D(+1) is equal to D) where UL and U" are replaced by
Ut — (U9 U {ky} and USTD = (U0 — (K},
respectively;
the process is stopped when A\(Cp (K, 2)) > At



Accuracy analysis

Data on Swedish municipalities from Sarndal C.E., et al.
Variables y; and y» are the real estate values and number of
municipal employees, respectively.

Table 1. Relative efficiencies.

n (M,g) D Do D3 Dy Ds Des

1 2 3 5 6 7 8 9

16 (2,8) ]0.99 | 1.11 0.82 0.56 0.64 0.77
16 (4,4) | 1.10| 2.15 0.75 0.18 0.44 0.58
16 (8,2) | 1.17 | 4.25 0.62 0.05 0.18 0.44
28 (2,14) | 0.99 | 1.11 0.82 0.56 0.64 0.77
28 (4,7) | 1.10| 2.15 0.75 0.18 0.44 0.58
28 (142) {131 | 735 | 050 |0.02 | 0.04 |0.20
48 (2,24) | 0.99 | 1.11 0.82 | 056 |0.64 |0.77
48 (4,12) | 1.10 | 215 | 0.75 | 0.18 | 0.44 | 0.58
48 (8,6) | 1.17 | 4.25 0.62 0.05 0.18 0.44

Source: Own calculations.



Conclusions

@ Only under Dy and D5 the accuracy of ys is not less than
the accuracy ys for all (M, g).

@ D, leads to the most efficient estimation based on ys.

@ Dj leads to the most efficient estimation based on ys,
when we assume that the population is split into clusters of
the same sizes.

@ For Dy and D, the efficiency of ys decreases, when
number of clusters g decreases under fixed n.

@ For D3-Dg the efficiency of ys increases, when number of
clusters g decreases under fixed n.

@ Forinstance, under Dy, when (M, g) = (2,14) and
(M, g) = (14,2), deff(ys) = 0.56 and deff(ys) = 0.02,
respectively.
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